
   

SRDD 2024: Swiss Research Data Day, Chur (Switzerland). 
Copyright held by the author(s).  
This paper is published under a CC BY-SA license (https://creativecommons.org/licenses/by-sa/4.0/). 
DOI: 10.nnnn/nnnnnnn.nnnnnnn  

TAG ME UP LAST.FM 
Multi-class lyrics classification, a Large Language 

Model approach 
 
Sangeeths 

Chandrakumar 
Florian 

Klessascheck 
Adrian  
Joost 

Ana  
Petrus 

Fachhochschule  
Graubünden 
Switzerland 

 
sangeeths.chandraku
mar@stud.fhgr.ch 

ORCID 0009-0007-
0403-4661 

Fachhochschule  
Graubünden 
Switzerland 

 
florian.klessascheck
@stud.fhgr.ch  
ORCID 0009-0000-

0709-7974 

Fachhochschule  
Graubünden 
Switzerland 

 
adrian.joost@stud.fh

gr.ch  
ORCID 0009-0002-

0950-0119 

Fachhochschule  
Graubünden / 
scivia GmbH 
Switzerland 

ana.petrus@fhgr.ch 
 

ORCID 0000-0002-
0928-8894 

    

Abstract – The automatic classification of music 
tracks according to their lyrics represents an 
innovative approach for music streaming services. 
Tagging systems assist users in discovering new 
music that aligns with their preferences, thereby 
enhancing satisfaction with the service. Previous 
research has employed residual neural networks for 
the classification of music based on their 
spectrogram. This paper investigates the potential of 
classifying tracks based solely on their lyrics. To this 
end, 48’000 tracks with their lyrics and tags were 
extracted from genius.com and Last.fm. From this 
dataset, 429 distinct tags were identified for 
evaluation purposes. Using this dataset, a Mistral-7b-
instruct-v2 model was trained and evaluated, 
demonstrating classification scores of up to 80%. The 
results indicate that lyrics can serve as a reliable 
indicator for certain tags. 

Keywords – Large Language Models, 
classification, tagging, music, cataloguing 
 

I. INTRODUCTION 

Last.fm is a website that enables users to add tags 
via a process known as collaborative tagging [1]. Those 
tags include, but are not limited to, genre, language and 
the overall feeling (or “vibe”) of the song. For the 
purposes of this research, the lyrics and their respective 
tags of 48’000 songs from popular (2024) artists were 
extracted from genius.com and last.fm. 

II. STATE OF RESEARCH 

The automatic tagging of audio sequences based on 
machine learning is a well-researched task [2]. For 
example, in their work "Audio tagging with noisy labels 
and minimal supervision" [3] Fonseca et al. focus on 
classifying urban sounds sources and music genres, 
using spectrum analysis in combination with recurrent 
neural networks. 

Newer research suggests [4] that using lyrics and 
natural language processing yields better results on 
genre and "vibe" tagging of music. 

III. RESEARCH QUESTION AND METHODOLOGY 

The aforementioned works do not employ the use of 
large language models and are limited to a single 
prediction for the classification of a single lyric text. This 
paper builds upon the concept of tagging with the aid of 
large language models. Consequently, it seeks to answer 
the following question: 

How well can a fine-tuned large language model 
perform a multi-class audio tag classification based on 
lyrics and the primary artist’s name alone? 

The primary artist’s name was included to reflect a 
real-world scenario in which the artist responsible for a 
particular song is known. From the dataset that we have 
compiled, we have manually selected 429 of the 
approximately 4’000 tags that are present. The focus of 
this research is exclusively on the aforementioned tags. 
Any other tags will be disregarded, even if they are 
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present in the predictions. For the purposes of curation, 
tags that had been observed less than three times 
across the entire dataset, or that were of low quality (for 
example, labelled as “good” or “trash”), were filtered out. 
Any sub-genres or duplicate tags present in a single 
observation were merged into a single tag. 

With regard to the prediction of tags, the mistral-7b-
instruct-v2 model was selected, on the grounds of its 
excellent instruction cohesion and the availability of 
information on the fine tuning [5] of mistral models. 

The initial dataset was divided into three subsets: a 
training set comprising 66% of the data, a test set 
comprising 17% of the data, and an evaluation set 
comprising 17% of the data. The fine-tuning was 
conducted in accordance with a guide [5] utilising 
Parameter-Efficient Fine-Tuning (PEFT) [6] with Low-
Rank Adaptation (LoRA) [7], with the objective of 
reducing the computational resource requirements. 
Furthermore, in order to limit resource usage, all lyrics in 
the train and test splits exceeding 2’000 tokens were 
excluded from the data set, resulting in the exclusion of 
34 songs (approximately 0.085%) in total. 

To assess the impact of fine-tuning, two baselines 
were established using the unmodified base model. One 
baseline was provided with all curated tags, while the 
other was conducted blind, where the model was only 
presented with the identical prompt as the fine-tuned 
model:  

"[INST]«SYS»Tag the song based on the 
lyrics, only respond in json {"tags": 
[]}«/SYS»\n[<artist name>]\n<lyrics> 
[/INST]" 

Due to a lack of resources, two evaluations were 
conducted. The first evaluation used a fine-tuned model 
and included 24’000 songs. The second evaluation used 
the previously described 8’000 songs and compared the 
fine-tuned model to the base model. However, due to an 
oversight in data preparation, songs without any tags 
after filtering were excluded from the evaluation set. This 
resulted in a reduction of 1’945 songs, leaving 22’055 
songs in the first evaluation set. 

Confusion scores were calculated on a per-tag basis. 
For each song, all curated tags were checked and scored 
in accordance with the following scheme. 

A. Evaluation Strategy 

This paper asserts the quality of the model by its 
precision, because the focus of classification is that a 
predicted tag is correct, not that the model finds all tags. 

 
1 out of scope of this paper, see https://github.com/Aeolin/tag-

me-up-last-fm/blob/master/evaluation_results/confusion/ 
cm_record_including_songs.json for further investigation 

As the TN (true negative) count is often significantly 
higher in multi-class classification, the evaluation 
focused instead on precision, recall and F1 score.  

Table 1: Confusion Scoring Strategy 

 Tag in label Tag in prediction 

True positive True True 

False positive False True 

False negative True False 

True negative False False 

IV. RESULTS 

Accuracy and specificity were included but as shown 
in Appendix Figure 1, were heavily influenced by the high 
TN count.  Based on this, looking at the tags ranked by 
precision, Appendix Figure 2 suggests that the genres 
country, rap and hip-hop can be well identified by their 
lyrics. Tags such as electronic, rhythm and blues or trap 
exhibited lower predictive accuracy. 

For the overall best tags (Appendix Figure 3), the 
model performs well in predicting the languages 
(Appendix Figure 4) of the songs. The more important 
precision score is approximately 70% for the top 20 tags 
in general and by language. Some false positive and 
false negative songs1 can be attributed to incorrect or 
incomplete last.fm tags. In these cases, the model 
correctly predicted the tag, but it was not included in the 
labels. For example, there are songs2 without German 
lyrics3 that are wrongly tagged as "German". 

A. Model Performance 

Figure 1 illustrates that the fine-tuned model exhibits 
the most optimal performance overall. The elevated 
precision scores can be attributed to the exclusion of any 
non-curated tags, even when accounting for false 
positives. Notably, the baseline that was provided with 
all available tags demonstrated a less favourable 
outcome than the baseline that was not assisted. 

 
Figure 1: Comparison of approaches 

2 https://www.last.fm/music/Michael+Jackson/_/Happy+Birth 
day+Lisa   

3 https://genius.com/Michael-jackson-happy-birthday-lisa-lyrics  
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V. DISCUSSION 

Analysis of the results shows that certain tags, such 
as "rap", are very well suited for evaluation by large 
language models, while others, such as "electronic", are 
not. The reason may be that some, but not all, tags have 
a correlation with the lyrics. Considering this, we suggest 
that a combination of different predictors or approaches 
might yield even better results for tagging songs, for 
example natural language processing for lyrics-heavy 
tags and sound waves for melody-focused tags. 

The baseline model with all available tags performed 
worse than the blind baseline model, which may stem 
from an overfilled prompt containing a list of all 429 tags. 

During the evaluation, after training, we discovered 
incomplete and incorrect last.fm tags. It is therefore 
recommended that, when recreating the approach 
described in this paper, steps are taken to improve the 
quality of the dataset by filtering out any unwanted tags 
or songs with poor label quality. 

However, the desired tags must be defined in 
accordance with the requirements. Given the large 
number of songs by the same artist in the dataset, it 
would be beneficial to use a more diverse dataset in 
terms of artist count, or to use only lyrics, in order to 
prevent overfitting due to the recognition of the artist's 
name. 
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Appendix Figure 1: Scores for top 20 tags by actual count, ordered by 
the actual count 

 
 

Appendix Figure 2: Scores for top 20 tags by actual count, ordered by 
precision 
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Appendix Figure 3: Scores for top 20 tags by F1 and > 100 actual 
counts, ordered by F1 

 
 

Appendix Figure 4: Scores for top 20 language related tags by F1 
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